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Summary 

Llonetary policy must be identical in all countries of a future EMU. 
If business cycles in participating countries are well synchronized, 
there are not likely to be conflicting interests regarding stabilization 
policy. I analyze manufacturing output and employment in Sweden, a 
sample of other potential EAlIU members, and the U.S. to quantify 
the degree of cooariation between Swedish and foreign business cy- 
cles. Regardless of whether the focus is on employment or output or 
on growth rates or underlying innovations, the conclusion is that 
business cycles in Swedish manufacturing have had a relatively low 
degree of comovement with business cycles in other countries. I also 
find that manufacturir~g business cycles in Belgum, France, the 
Netherlands, Germany, and Austria correlate well. My results suggest 
that Sweden must change more to adjust to the monetary union than 
many of the other potential members. But the results indicate noth- 
ing about how costly this may be. Some changes, such as increased 
integration of goods and capital markets, may occur automatically 
and without costs. Others may be more painful. 

I also analyze some regional aspects of the EMU with respect to 
Sweden. I find that all Swedish regons appear to have a well- 
dil-ersified industrial structure. T l ~ e  differences in industrial structures 
that exist among regons are not of the kind that would generate large 
differences in the degree of business-cycle comovement with foreign 
countries. W 
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Krill a Swedish EMU membership lead to higher unemployment and 
a more volatile business cycle? Or  will it mean that inflation can be 
kept doum at small costs, that uncertainty and interest rates fall, and 
that investments and employment rise? The only truthful answer is 
that we do not know. No comprehensive method exists for analyzing 
the total effects of joining or not joining the EMU. To judge the de- 
sirability of a Swedish membership, we must weigh together results 
from many different approaches. 

One method that has been used extensively in this context is to 
study how well various macroeconomic variables in potential mem- 
ber countries are correlated. Employment, manufacturing output, and 
GDP are examples of such cariables. 

The motivation for this approach is straightfonvard-if these and 
other macroeconomic variables are well correlated, one may expect 
that a coordinated stabilization policy can be conducted without di- 
vergent interests arising. For example, if Sweden and Germany si- 
multaneously tend to face business-cycle downturns, their interest in 
a more expansionary monetary policy will tend to coincide. But a low 
correlation may cause discord within the monetary union. -4nd 
countries with little influence on the common central bank must ac- 
cept that monetary policy will not take their interests into account. 

This paper analyzes business cycles in several potential EMU 
members. It focuses on the manufacturing sector for two reasons: 
0 Data of good quality and high periodicity exist for this sector. 
0 Manufacturing, with its high exposure to foreign competition, is 

particularly interesting when the consequences of a common cur- 
rency is at issue. 

* I thank Lars Caln$irs, Nih Gotgkies, Per Janssan, Anders liredilz, and Anders W a m e p r  
valuable comments. The re.ponsibilip for catzchsions, opinions, and errors restsjtlbj with me. 
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To set a benchmark for the comparison of the degree of comove- 
ments, this paper also looks at some OECD countries that are not 
potential EMU members. 

In contrast to other s-t.c;dies that have distinguished between de- 
mand and supply shocks, or bemeen nominal and real shocks, no 
such categorization is done here. Bayoumi and Eichengreen (1992a) 
provide an example, where separate demand and supply shocks to 
GDP are identified for several EU and EFTA countries between 
1963 and 1988. They find that both bjpes of shocks in Belziurn, 
Denmark, France, and the Netherlands are well correlated with cor- 
responding shocks in Germany. Among the EFTA countries, shocks 
in Switzerland and Austria are better correlated with shocks in Ger- 
many than with shocks in Finland, Sweden, and particularly Norway. 

In another similar study, Bayoumi and Eichengreen (1992b) find 
that the correlation between business-cycle shocks in different re- 
gons in the U.S. tends to be higher than the corresponding correla- 

'ue&:eerl cour*(r;es Eiirope. "-- I - : " - - -  -... --- -,.-- ,.--LC 
l l l C  lllgll~5t L u L L C 1 a L ; u l Y  C V L L L I -  

cients between supply shocks in G.S. regions (between the Great 
Lakes, Mid-East, and New England) are around 0.8. The highest cor- 
responding correlations in Europe (between Belgium, Denmark, 
France, and the Netherlands) are around 0.6. Similar differences are 
found for demand shocks. 

Several studies, similar to this one, have not distinguished between 
demand and supply shocks. Most often, Sweden is not part of the 
analyses. Christodoulakis, et al. (1995) analyze business cycles in sev- 
eral EU countries and find a considerabie degree of covariation, in 
particular between GDP in France, Germany, and the UI<. Their in- 
terpretation of the results is that the potential EMU countries face 
similar shocks and that they also react in similar fashions to these 
shocks. Bayoumi and Prasad (1995) compare regons in the U.S. with 
countries in Europe and find substantial similarities. They study out- 
put growth in eight sectors of the economy in eight European coun- 
tries and eight U.S. regions. The purpose is to quantifj the relative 
importance of country-specific and industry-specific and common 
shocks. They find that the relative importance of these shocks is 
similar in Europe and the U.S. But the total explanatory power of 
these three shocks is higher in the U.S. (R2 = 0.72) than in Europe 
(R2 = 0.52). This implies that shocks specific to both country (regon) 
and industry are more important in Europe than in t'he U.S. 
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Helg et al. (1 995) study 11 sectors of manufacturing in 1 1 EU 
member countries. They find that country-specific shocks are more 
important than industry-specific shocks for output growth in manu- 
facturing. Their results indicate that what happens in the home 
country is more important than what happens in the same manufac- 
turing sector in other countries. But the degree of comovement is 
larger among some countries. Of the studied countries, the highest 
correlation is between Belgum, Germany, and the Netherlands, 
closely followed by Denmark, France, and the UI<. -4 smaller degree 
of comox-ement with other countries is Italy, Spain, and Greece. Ire- 
land and Portugal are classified as most peripheral in this sense. 

Sardelis (1994) surveys studies that are similar to the ones de- 
scribed above but which include Sweden. Sardelis (1993) finds that 
GDP growth in Sweden in 1972 to 1991 had a relatively low degree 
of correlation with growth in the E,EC. Raldwirl et al. (1992) find a 
substantially higher degree of Swedish comocement with the EEC 
u7hen extending the time period to 1961 -1991. Tarkka and Akerholm 
(1992) evaluate how much of different countries' GDP growth dur- 
ing 1973-1990 can be attributed to a common component. They find 
that Germany, France, the Netherlands, and possibly Belgum and 
Austria belong to a core of countries where a common component is 
more important than in other European countries. Sweden does, ac- 
cording to this study, not belong to this core group. Bergrnan and 
Jonung (1994) have studied the comovement between Swedish and 
foreign business cycles in a longer historical perspective. They find 
that the Swedish business cycle is correlated mostly with the other 
Nordic countries and only to a substantially smaller degree with other 
foreign countries. 

Several objections can be raised to the use of historical correla- 
tions to evaluate the consequences of a currency union. One of the 
major problems with this approach is that observed historical corre- 
lations hardly can be assumed to be stable if a fundamental structural 
change occurs, such as that of joining a monetary union. The degree 
of business-cycle comovements can increase clue to increased eco- 
nomic integration and trade, which may increase the spillover of dis- 
turbances between the countries. Increased integration could also 
lead to increased regional and national specialization, which might 
decrease business-cycle comovements. The coordinated monetary 
policy in a union may increase the degree of comovements because 
disturbances, which are due to independent national policies, disap-- 
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pear. The alleged Swedish devaluation cycle is an example of such a 
disturbance. The comovements can also decrease if domestic mone- 
t a n  policy has mainly stabilized domestic and idiosyncratic shocks to 
the economy-, which will be impossible with a common rnonetaqT 
policj~. 

The previous discussion shows that a high degree of business- 
cycle covariation b$re the start of a monetary union is neither a nec- 
essary nor a sufficient condition for a common currency to be bene- 
ficial. But a 195.; degree of cnvasiation might be interpreted as indi- 
cating a relatively large need for structural change in the economy. 
The concluding section of this paper discusses this further. 

My discussion is stsuctured as follows: Section 1 describes the data 
that I use. Section 2 reports various measures of the degree of inter- 
national business-cycle covariation for the level and the growth of 
output and employment in manufacturing in Sweden and the other 
studied countries. Here, I find that Swedish business cycles show a 
relatively low degree of comovements with 'uusirless ipclcs in the 
other countries. The existing positive correlation is mainly with the 
smaller potential EMU countries and not with France, Italy, Ger- 
many, or the UIC. Section 3 shows that this result is strengthened if 
we focus on the correlation between the underlying shocks that gen- 
erate fluctuations in output and employment. Section 4 uses regional 
variations in industry composition to assess whether output and em- 
ployment in some Swedish regions are less correlated with foreign 
output and employment. Such regional differences could imply that 
some regons would face larger potential costs after a Swedish EMU 
entry. But here, I find surprisingly small regonal variation. I also find 
that underlying business-cycle shocks in different Swedish industries 
show a low correlation relative to the same correlation in most other 
examined countries. 

1. Data description 

The empirical analysis in this study is based on data from The I~zzdica- 
tors qfIndzdstm'aIActi~i~ PIP), which is published by the OECD. I use 
quarterly data 011 output (value added) and employment in some po- 
tential EMU countries (Belgum, Finland, France, the Netherlands, 
Italy, Spain, the UI<, Sweden, and Germany) and in Norway and the 
U.S. However, I have no data on empioyment for Belgum, Italy, 
Spain, and the UIC. Most of the series cover the first quarter of 1975 
to the third of 1995 and thus contain 83 observations. The analysis is 
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confined to manufacturing. In some parts of the analysis, I also di- 
vide manufacturing into 11 subindustries. Table 1 lists these. 

Table 1. Manufacturing subsectors 

Statistics Sweden has produced data for total value added (gross re- 
gional product) and employment for 1991 in each of the 24~Swedish 
counties (Ia?z). These data were used in the regonal analysis. 

Most of the used time series show large seasonal variation. To 
eliminate this in a consistent way, the logarithms for all the series 
were seasonally adjusted with quarterly dummies. 

2. Manufacturing business cycles in different countries 

Figure 1, which depicts manufacturing output as deviations from a 
log-linear trend, prol-ides a first picture of business cycles. We can 
immediateljr identify substantial similarities between business cycles in 
the different countries. Tlhere is a relatively large upturn during the 
latter half of the 1980s in all countries except Finland and Norway. In 
Finland, output is above trend during the entire 1980s, while output 
in Norway shows only minor variations during that period. The 
boom during the 1980s was follo~ved by a downturn in the early 
1980s. But the downturn came later in Germany than in the other 
countries. Besides the similarities, we also find some substantial dif- 
ferences between the countries. Finland, the UI<, and Sweden show a 
clear downward trend from the start of the sample until the mid 
1990s. Parallels to the very strong recovery in Sweden that occurred 
from 1992 can be found mainly in Finland and Spain. In Belgum and 
Germany, no such recovery can be seen. 
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Figure 1. Production index for manufacturing-deviations 
from a log-linear trend 

1 0.15 Norway Spain 1: UK 1 

Table 2 provides the correlation coefficients between the series in 
Figure 1-s a measure of the degree of business-cycle comove- 
ments. The last column of the table displays the number of correla- 
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ttons for the countq- on the rows that are higher than 0.43.' The 
number of correlations a b o ~ ~ e  0.45 that relate to the large countrtes 
(France, Germany, Italy, or the UI<) are wtthtn parentheses. 

To facilitate cornpartson, I include the correlatton with the own 
countq (which is unity) for the latter countries. Tlits implies that all 
countries can have a maximum of four correlations above 0.45 with 
the large potenttal E?IU countries. 

Table 2 shows that Austrta, Belgum, France, German), Italy, 
Spain, and the Netherlands, can be classified as a core group. Re- 
tween these countrtes all correlations are htgher than 0.45-the lox%-- 
est correlatton is as htgh as 0.54. 

Table 2. Correlation coefficients for manufacturing 
output levels 

Ger. U.S. Aus. Bel. Fin. Fr. Ita. Ne. Nor. Spa. UK 20.45 

Swe. 0.18 0.16 0 12 0 32 0.40 -0 08 0 13 0.39 0 46 0.32 0 46 2 (1) 

U S. 0 26 0.42 0.26 0 32 0 48 0.57 0 06 0.55 0 39 3 (1) 

AUS. 0.69 -0.15 0.69 0.64 0.69 -0.28 0.54 0.39 6(3) 

Fr. 0.78 0.61 -0.20 0.61 0.17 6 (3) 

Ita. 0.69 -0.09 0.66 0.21 7 (3) 

Ne. -0.05 0.73 0.49 9 (4) 

The correlation between these countries and countries outside the 
core is qulte 101x7 (except perhaps for the UIC). We can also see that 
the countries outside the described core generally have lower correla- 
tions with foretcgn countrtes. Finland, Nonvay, and Sweden, for ex- 
ample, have few correlations above 0.45 and none over 0.50. The 

1 The limit 0.43 is arbitrarily chosen but it ineans that the highest Swedish 
correlations just pass the limit. The autocorrelation is high in these series, which 
makes statistical inference somewhat unreliable. So I abstain from reporting levels 
of significance in this case. 
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correlation between Swedish business cycles and the large countries 
in the core is particularly low. The other Nordic countries in the 
sample also have low correlations with the large core countries. But 
the Swedish correlation with the TJK is relatively high. 

F lg~re  2 shows that the genera! patterns that we foi~nd in F~gure 1 
is also found for employment. But some clear deviations exist. 

Figure 2. Employment index-deviations from log-linear trend 

Germany U.S. 

;b 
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In Finland, the Netherlands, Norway, and Sweden employment is at 
least as volatile as output. Rut in Austria and particularly in France, 
employment is substantially less volatile than output. 

Table 3 provides more support for the picture of a high degree of 
business-cycle comovement among Austria, France, Germany, and 
the Netherlands. All correlations between these countries' employ- 
ment levels are high. The lowest correlation is 0.52. Finland and Swe- 
den have a large positive correlation only with each other. The U.S. 
has no correlation above 0.45. 

As an alternative to studying correlations between deviations from 
a log-linear trend, we might study correlations between growth rates. 
Some statistical problems noted in footnote 1 then become less im- 
portant. But note that growth-rate correlations, to a larger extent 
than trend deviations, are measures of short-run comovements. This 
is a disadvantage, if the focus is on the extent to which business-cycle 
conditions tend be synchronized. Tables 4 and 5 report the correla- 
tions between growth rates for output and employment in the differ- 
ent countries. Correlations above 0.30 are underlined and correlations 
above 0.45 are in addition shaded. 

Table 3. Correlation coefficients for 
manufacturing employment levels 

Ger. U.S. Aus. Fin. Fra. Ne. Nor. >0.45 

Aus. 0.21 0.78 0.56 -0.14 4 (2) 

Fra. 0.52 -0.44 3 (2) 

Ne. -0.18 3 (2) 

-4s a rule, we can consider underlined correlations as significant at 
about 1 percent. Because the actual sampling error is difficult to 
compute, I use the term nominal s&~z$ca~zce for this level.2 

Correlations at 0.29 and 0.22 produce F(1,75) statistics with a inarginal signifi- 
cance level of 1 and 5 percent in an F test of the significance of a regression be- 
tween the variables. Rut note that the variables are autocorrelated, which affects 
the actual significance level. In the folloniing analysis, the correlations are also 
computed in several steps. This implies that we should interpret the reported sig- 
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The last columns of the tables report the number of correlations 
above 0.30 for each country. The number wtthirl parentheses mdi- 
cates how many of these nominally significant correlations are with 
the large potent121 EhiC countries (as pre:~ous!j~ ment~oned, these 
are France, Germany, Italy, and the BUTI<). 

Table 4 shows that output growth rates m Italy seem the least cor- 
related wlth other countries-no correlation is nomtnally significant. 

Table 4. Correlation coefficients for manudac"ruslng 
output growth rates 

No. 

Ita. 0.19 -0.04 0.08 -0.08 0 (1) 

Nor 0.30 0.29 2 (1) 

The finding that output levels (deviations from trend) had a substan- 
tially higher correlation can be interpreted as indicating that there is 
either an idiosyncratic source of disturbances in Italy with a relatively 
high frequency or that the short-run dynamics of the Italian economy 
differ a lot from the other countries. There are some similar indica- 
tions for the Belgan economy. But growth rates in France are well 
correlated with foreign growth rates. Eight of 11 correlations are 
nominally sigrlificarlt and three are higher than 0.45. It  is noteworthy 
that Sweden and the U.S. are among the few countries with non- 
significant correlations with France. All correlations between France, 
the Netherlands, Germany, and _qustria are nominally significant. 

nificance levels as approximations. To remind the reader about this, I use the term 
nominal s&vz$cance. 
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Sweden belongs to a middle group with its four nominally significant 
correlations. But none of these four is with a large potential EMU 
member. Germany and the UIC have the same number of nominally 
significant correlations. But an important difference is that France, 
Germany, and the UI< all are correlated with each other. Sweden is 
not correlated with any of these countries. 

Table 5 shows that employment growth rates, especially in France, 
the Netherlands, and Austria are \\-ell correlated with growth rates in 
other countries including the large potential EMU countries. Note 
that employment growth rates in Sweden and Finland are correlated 
with growth rates in France but not in Germany. The highest Swed- 
ish correlation is with Finland but the correlation with Germany is 
about zero. 

We can get another perspecti\-e on the character of international 
business-cycle comos-ements by calculating the composition of the 
basket of countries, which would have the highest correlation with 
domestic business cycles. Take Sweden as an example. L,et us form a 
weighted average of the growth rates of all other eight potential 
EMU countries in the sample by using weights w, through z1/8. 

Table 5. Correlation coefficients for manufacturing 
employment growth rates 

We then calculate the set of weights that maximize the correlation 
between the growtl~ rates for the weighted a\-erage and Sweden. I 
also allow negative weights."f the weights are relatively similar in size 
and the correlation with the al-erage is high, then this is a sign of high 
and well-diversified international covariation. Large weights for only a 

Coillputatioilally, this procedure is identical to mn~ling a regressiorl of the Saied- 
ish growth rate against the other countries' growth rates. Rut the assurnptiolls nec- 
essary to interpret the calculatiorl as a regessinil are not ilecessarily satisfied. 
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few countries indicate that most of the International comovements 
are with these countries. Table 6 reports results of the computations. 

TaMe 6. Weights that maximize Knternationai 
correia'iion-manufacturing groiisth rates 

Note that Finland has the largest weight In Sweden's optimal basket." 
riancc 2nd t ! ~  El< have ? Z ~ U " ~ Z Z Z  =;~e:gh:s :n S ~ x e d a ' s  basket. A!ss 
note that Austria stands out as a country with relatively well- 
divers~fiecl ir~ternational comovenients altliough France and the UI< 
have fairly small weights. But Italy has a low correlation with its op- 
timal basket and weights vary substantially between different coun- 
tries. France seems somewhat more well diversdied than Germany. 

3. The correlation bemeen underlying 
business-cycle shocks 

The analysis in the previous section does not consider that the 
transmission mechanism in the case of a shock can be different in 
different countries. Say, for example, that a common positive shock 
occurs in an industry that is represented in two countries. Now as- 
sume that the time lag beisveen this shock and the impact it has on 
output is different in the two countries, for example, due to different 
labor-market institutions. We may then observe a low correlation 
between the two countries output growth despite the fact that the 
orignal shocks were identical in the two countries. Another example 
could be a common change in money demand. If the transition 
mechanisms are different in the two countries, such common shocks 
cause a low degree of covariation of growth rates. 

The result for Sweden is not changed much if Norway and the U.S. are also in- 
cluded in the basket. The weights for Norway and the U.S. are -0.14 and 0.00. 
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In these examples, apparently the correlation between growth 
rates is a bad measure of to what extent the business cycles in the 
&x7o countries are driven by a common source. Rut it is of interest to 
study the underlying shocks because a high degree of correlation 
beisveen the shocks potentially could lead to  common interests re- 
garding stabilization policy. 

Differences in transmission mechanisms might exist because tlie 
economy reacts differently to similar shocks. A common interna- 
tional shock, for example, the oil price shock, can result in different 
patterns of response in different countries. As an example of this, 
Sardelis (1994) takes the Swedisli "bridgng" policy that was pursued 
between 1973-76. During this period, Sweden-in contrast to many 

other countries-pursued an expansionary monetary and fiscal pol- 
icy. This led to higher inflation and lower unemployment in Sweden, 
while most other European countries experienced the opposite de- 
velopment. With a more coordinated economic policy in a monetary 
union, such differences in transmission mechanisms may diminish. 
This is another argument for why it is important to analyze liow 
much asymmetry is left when we control for differences in transmis- 
sion mechanisms. 

This section looks at the correlation of shocks to output and em- 
ployment in different countries when we allow for different struc- 
tures of transmission mechanisms under as weak assumptions as pos- 
sible. The analysis builds directly on Helg, et al. (1995). -2 structurally 
identical VAR model is estimated separately for output and employ- 
ment growth. 

The model consists of one equation for each country. The growth 
rate in a country's manufacturing industry (for output and employ- 
ment) is first assumed to be correlated over time. If growth has been 
high in a particular quarter, this has effects on growth during the next 
quarter. I allow a separate influence from each of the preceding four 
quarters. Growth rates mas; also be affected by two internationally 
common components-grbwth in the U.S. and in the entire EU. 
Lastly, I allow for a long-run stable relationship beisveen output levels 
in the different countries. This means that I allow for the existence of 
stable market shares for different countries. Deviations from these 
u7ould then tend to diminish over time.5 For each country, I thus es- 

5 Formally, I allow a comtegrabng relationship in each country regression between 
that countq and die ETJ and/or the TJS. 
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timate an equation where the percentage increase in manufacturing 
output between two quarters depends on: 

Growth rates during each of the previous four quarters in the 
same country, the Z.S., and the EU. 

e Deviations from long-run stable market shares (provided that they 
exist) . 

The part of the growth rate between two consecutil~e quarters that 
cannot be accounred for by these Fdcrors is defined as the shock or 
the VAR residual for that period and country. In the end, correla- 
tions between these residuals are used to evaluate the degree of sym- 
metry between different countries. 

A shock (residual) should be interpreted as a change in output that 
is unexpected gven previous output in the same country, the C.S., 
and the EU as a whole. Rather than aggregating the EU, we could 
certainly imagne to let the international influence on, for example, 
Swedish output from other countries to vary in other ways than in 
proportion to its size. But to model this would require large amounts 
of data or strong a pm'om' assumptions about how the dependence 
varies. 

The estimated VAR model should be examined before the corre- 
lations between its residuals are analyzed. The model assumes that 
the residuals are rlormally distributed and not correlated over time. 
first informal test is to plot the residuals as shown in Figures 3 and 4. 
The amplitude of the residuals is normalized to the interval [-1,1]. 
The figures show no clear indication of an incorrect specification. 
There might be a tendency toward a decreasing volatility of the U.S. 
residuals, and there are some outliers for some countries' employ- 
ment. The latter can be of special importance for the correlations, 
which should be noted in the subsequent analysis. 

In addition to the plots, I perform two formal tests-one which 
tests that no autocorrelation remains in the residuals and one which 
tests that the variance is not correlated over time. The appendix de- 
scribes the test and the results in more detail. We can see that the 
model seems to be acceptably specified in most cases. I have also 
checked that the results are not altered when the first or last five 
years of observations are excluded. Rre may now analyze VAR re- 
siduals with the same tools as in the prel-ious section. 
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Figure 3. VAR residuals-manufacturing output 
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Figure 4. VAW residuals-employment 

Tables 7 and 8 report estimated residuals for manufactuing out- 
put and employment. The layout is the same as in Tables 4 and 5. We 
find a much higher number of nominally significant observations, Le., 
correlation larger than 0.3C in Table 7 than in Table 4. 

In Table 7, half of the 66 correlations are above 0.30. But only 21 
are at least that large in Table 4. The number of correlattons above 
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0.45 increases from five to 18. So differences in transmission mecha- 
nisms between countries seem to reduce business-cycle comove- 
ments relative to the correlation of underlying shocks. Rut this does 
not seem to apply to Finland and Sweden-the only countries for 
which the number of correlations above 0.30 falls when -we control 
for differences in transmission mechanisms. VAR residuals, for ex- 
ample, in the Netherlands, Italy, Norway, and Spain are much more 
correlated with shocks in other countries than their growth rates are. 

Table 7. Output correlations-VAR shocks 

No. of 

Spa. UK sign. 

Generally, Table 7 shows the same picture as Table 4. France is 
well correlated wlth most other countries, including all other large 
potential EMU members but not with Sweden. The Netherlands is 
also well correlated with most other countries, lncludlng Sweden and 
the large potential EMU members. Austrta, Belgum, France, Ger- 
many, and the Netherlands, whlch formed a core group with rela- 
tlvely large mutual comovements, have all VAR residual correlations 
nominally significant. France, Spain, the UI<, and Germany also form 
a group where all pair-wlse correlations exceed 0.30. Sweden has only 
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three nominally significant correlations and none with the large po- 
tential EMU countriese6 

Table 8 reports correlations between TTAR residuals from the em- 
ployment equations. Here, results differ from Table 5 in t.,x70 re- 
spects: 
1. The Swedish and Finnish employment TTAR residuals are substan- 

tially more negatively correlated with the German than the ob- 
served growth rates. 

2. The results for Adstria differ be5~:een the tables, hidost of the 
Austrian correlation with other countries disappears when we 
study VAR residuals instead of growth rates. An explanation for 
this could be that Austrian business cycles are driven by other 
countries' (German) business cycles via the Austrian transmission 
mechanism rather than by a direct influence of common shocks. 

Table 8. Employment correlations-VAR shocks 

No. of 

4. Regional and ind-eastq comovements 

This section analyzes some regonal aspects of international business- 
cycle comolTements. It is aprioTz reasonable to assume that the degree 
of correlation with business cycles in other countries varies between 
regions. One reason for this is that different industries may show dif- 
ferent patterns of correlations. And because the industrial composi- 
tion varies between regons, this is going to cause regional dispersion 
in this respect. Because of this, regonal variations in industrial com- 
position and industry differences in international como~rements are 
examined in this section. 

Regonal variation in international business-cycle comovements 
can certainly be clue to factors other than different industrial compo- 

6 111 some cases, the correlation between Swedish and other countries' residu- 
als is higlily unstable 01-er time, possibly due to some particular episodes. See 
Section 5 .  
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sition, for example, differences in the importance of idiosyncratic 
regional shocks to output or employment. To analyze such causes, 
we need time series of regional output, which is not available. Statis- 
tics Sweden has, I~omever, recently started to produce such data for 
Swedish counties (Ian).  The length of these series is still only three or 
four years, which makes statistical inference impossible. 

To  quantify the differences in regional industry composition, I es- 
timate a VAR with one equation for each of the 11 subindustries in 
manufacturirlg in each of the studied countries. As explanatoq- uari- 
ables, I include lagged dependent variables, growth rates in the same 
industry in the entire EU, and in the V.S. I also include the aggregate 
(output or employment) growth in the same country. Lagged ex- 
planatory variables in, for example, the equation for the Swedish 
chemicals industry, are thus output in this sector in Sweden, the US., 
and the EL, and total manufacturing output in Sweden. I allow a 
separate effect from four lags of the explanatory variables. As in the 
previous VAR, I also allow deviations from long-run stable market 
shares, if such exist, to affect growth. The appendix contains a more 
formal description of the model. 

Each estimated equation produces a series of residuals for a par- 
ticular industry in a particular country. I then take the 11 series of 
residuals for the Swedish industries. For each of the 24 Swedish 
counties, I construct a weighted average of the 11 series. The weights 
for each county are gven by the industry composition in the par- 
ticular county in 1991. Table 9 reports these weights. 

Following this procedure, I construct a series of residuals (shocks) 
for each of the Swedish counties' manufacturing industry. The esti- 
mation is done separately for employment and output. Table 10 
shows the weights for employment. 

Table 11 reports the correlatiorls beisveen the regional shocks and 
shocks in other countries. I report correlations with Germany, the 
U.S., and weighted averages of the shocks in some sets of potential 
EMU members. The weights are 1995 GDP from OECD Main Eco-  
nomic Indi~ato/ps. I use three sets of countries. The first is a small core 
group with Austria, Relgum, Germany, and the Ketherlands (I have 
no employment data for Belgum). In the second, I add France. And 
in the third, the sample includes all potential EMU countries. 

Table 11 shows that regional differences in industry composition 
seem to ha\-e small effects on correlations with shocks in other 
countries. 
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b b l e  9. Regional industry weights in percent for output 

FBT = Food, beverage, tobacco BM = Basic metals 
TCL = Textiles, clothing, leather MP = Metalproducts 
PP = Paper & paper products M = Machinen 
PPP = Pulp, paper, printing industry EM = Electrical machineiy 
C = Chemicals TE = Transport equipment 
NMP = Non-metallic mineral products 
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Table 10. Regional industry weights in percent 
for employment 

Vastmanland 3.2 0.9 3 1  7.9 3.1 2 6  10.0 14.5 17.5 17.3 19.9 

FBT = Food, beverage, tobacco BM = Basic metals 
T C L  = Textiles, clothing, leather MP = Metal products 
PP = Paper & paper products M = Machinery 
PPP = Pulp, paper, printing industn- EM = Electrical machinery 
C = Chemicals TE = Transport equipment 
NMP = Noa-metallic mineral products 
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Table 1 I .  Regionall correlations-VAW shocks 

Cbu?zfi~l abbn~ktions: -A = Austria, B = Belgum, D = Germany, E = Spalln, 
F = France, GB = UI<, I = Italy, NL = Netherlands, SF = Finland, 
US = United States 
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For output, correlations with Germany range from 0.20 (Uppsala 
and Norrbotten) to 0.34 (Orebro). A similarly narrow range of cor- 
relations can be found for country aggregates and for the U.S. There 
seems to be no tendency that regonal correlations with other coun- 
tries vary with geographical distance to the continent or to Stocli- 
holm. Norrbotterl (most northern county) tends to have a somewhat 
weaker correlation than the average, while other northern counties 
such as Jamtland and Vasternorrland lie above the average. 

For emplor-ment, the correlations are in all cases negative, except 
with the US. Note that Icopparberg and Ah-sborg (westerr] counties) 
have the lowest (-0.45) and the highest (-0.11) correlatiorls with 
Germany. A similar range is found for the correlations with the ag- 
gregates, from -0.35 for Icopparberg to -0.01 for -%lvsborg. 

A study of growth rates or trend deviations, rather than 1-AR re- 
siduals, supports the conclusion that differences in regorial industry 
composition seem to have small consequences for business-cycle 
comovement~.~ For trend deviations, output in Sijdermanland has 
the lowest correlation with Germany (0.13), while the highest is 
found in Jamtland (0.31). For growth rates, Uppsala has the lowest 
correlation (0.06) and GGteborg, the highest (0.28). 

The last roll- in Table 11 shows that there are no dramatic differ- 
ences in correlatiorls between Swedish shocks and the different 
country aggregates. The tendencj? seems to be that the correlations 
increase as the aggregate becomes larger. This also holds for indil-id- 
ual SIX-edish counties. To depict the degree of comovement without 
each country, I calculated the correlation bek-een the shocks in each 
of the 11 industries with aggregate manufacturirlg output in the same 
countq-. This is done for all countries in the dataset. Table 12 shows 
the results; the last row is an unweighted al-erage of correlations of 
each ~ o l u m n . ~  

Table 12 shows that correlations between subindustries in a 
country are far from perfect. Here, mriation also exists between the 
countries. France, Germany, and the U.S. tend to  ha^-e a higher de- 
grees of correlation between output shocks in domestic subiridustries 
than, for example, in Sn-eden and Finland. For employment shocks, 
the variation is even larger. 

Tables for these results are not illcluded hut can be requested froin tlie author. 
111 seine cases, the 1-AR does not pass solne of the diagnostic tests here. Full 

results of tliese tests can be requested from the author. 
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Table 6 2. Subindustry correlation with 
mamufaeturing-VAR shocks 

Output 



INTERNATIONAL COVARIATION IN MANUFACTCRING, John Hassler 

"bable 12. continued ... 
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I-Iere, Sweden is in an intermediate position between France, Ger- 
many, and the U.S., with higher degrees of correlation and some 
other countries with lower. But note that the correlation between the 
bu-siness cj-cles in different industries, measured as trend des~iations, is 
rr.uch higher. For Sweden, the average is 0.72 for output. This aligns 
with most of the other countries, and also with those where VAR 
residuals are more correlated than for  wede en." 

This paper shows that manufacturing output in Sweden during the 
last two decades has had a relatively low correlation with the other 
poterltial EMU countries. A special concern is that the correlation 
with France, Italy, and Germany has been low. We find this low cor- 
relation regardless of whether we focus on the activity level, meas- 
ured as deviations from a logarithmic trend, measure quarterly rates 
of change, or use shocks derived from a VAK model. 

The highest correlation between the level of activity in Swedish 
manufacturing and other countries is around 0.4 and is found with 
Finland, the Netherlands, 1-orway, and the UIC. In quarterly growth 
rates, Swedish manufacturing has a correlation above 0.30 with only 
Austria, Finland, Spairl and the Netherlands. For VAR shocks, the 
correlation is above 0.30 with only Austria, Spain, and the Yether- 
lands. Siveden and Finland stand out as tcvo countries with particu- 
larly low foreign correlations. Sweden is also alone in having no cor- 
relation of VAR shocks above 0.30 with France, Germany, Italy, and 
the UIC. 

In the study of manufacturing employment, the picture is more 
ambiguous. Here the correlations between the continental countries 
are generally lower than for output. Swedish VAR shocks for em- 
ployment have been relatix-ely strongly correlated with the corre- 
sponding French shocks. In some cases, the correlations are negatiue. 
This is, for example, the case for the Swedish and German VAR 
shocks. 

The relatively weak Swedish correlation with the large potential 
EMU countries ma!- be interpreted as indicating that the Swedish 
economy may face larger demands for structural change in the case 
of EMU entq7 than, for example, the French, Dutch, Belgian, or 
Austrian economies. But this interpretation can be challenged. A 

Tables for these results are not included but can be obtained from thr author. 
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more unambiguous conclusion would ha\-e been possible to draw if 
we had found the opposite, that is, a high degree of correlation wit11 
Germany and other potential EA4U countries. In that case, the find- 
ings could be taken as a clear indication of small potential problems 
in the area of stabilization policy with a Swedish E X U  membership. 
But several reasons exist for why strong conclusions are more ques- 
tionable in the present case. 

This paper says nothing about the costs of potential necessary 
structural changes associated with an EMU membership. I ha\-e also 
stressed in the introduction that business-cycle correlations cannot be 
taken as constants. Both the Swedish EU membership arid a poten- 
tial E l IU membership affect trade, capital flows, and industry com- 
position. Business-cycle correlations are likely to be affected by such 
changes. The creation of common currency areas may actually make 
the participants more suited to participate than they appeared e.x ante. 
Frankel and Rose (1997) evaluate this mechanism in their report to 
the Swedish Go~rernment Commission on the EMU. In tl~eory, it is 
not clear that the increased integration following membership in the 
monetary union has to increase business-cycle comovements. Higher 
integration map increase specialization, \~-hich could reduce covaria- 
tions, in particular if industry specific shocks are important. For ex- 
ample, Rayoumi and Eichengreen (1994) and I O u p a n  (1993) stress 
this argument. But Frankel and Rose (1997) provide empirical sup- 
port fbr the opposite hypothesis-that increased integration in- 
creases business-cycle comovements. 

I also want to emphasize that some possibly important sources of 
business-cycle tluctuations may disappear after an EMU membership. 
It is, for example, not at all unlikely that the Swedish monetary and 
excl~ange-rate policy, in itself, lias created asymmetric fluctuations in 
emPloy&ent and output. A casual glance at the development of 
Swedish and EU GDP sl~o\~-s that \\-hen the Swedish business cycle 
has moved in an opposite direction from the European, this has of- 
ten been associated wit11 de\-aluations or other differences in mone- 
tary policy. The recurrent Swedish devaluations during the last tcxo 
decades and the extreme fight to defend the crown in 1992 are ex- 
amples of asymmetric sources of fluctuations that mould disappear 
automatically wit11 EMU participation. 

The S~~ed i sh  business-cycle asymmetry could ha\-e been caused by 
Sweden reacting differently to common international shocks. In that 
case, the Swedish asymmetry would 11a~~e been reduced when meas- 
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ured by the correlation of VAR residuals, because the VAR is de- 
signed to control for systematic differences in such transmission 
mechanisms. The results in this paper are, however, rather the oppo- 
site-the Swedish asymmetry is stronger for V-AR residuals than for 
growth rates. This indicates that the Swedish asymmetry is not prin- 
cipally due to a different pattern of reaction to common international 
shocks-but rather to genuinely domestic sources. The resuits in this 
paper cannot be used to make inferences about what these sources 
are. But I believe it is more likely that they are due to particularities in 
Swedish economic policy and labor markets than to idiosyncratic 
technology shocks. 

A low correlation of the growth rates of output and employment 
is not a sufficient condition for divergng stabilization-policy interests 
to arise. Changes in productivity, export demand, or labor supplji af- 
fect output but should and cannot be neutralized by monetary policy. 
But there is a role a role for monetary policy because prices and 
TWJ.~?S nften rlr) not gdj l~st  b s t  ~no11g1~ to these and other economic 
changes. 

In this context, it must be acknou-ledged that the degree of price 
and wage stickiness is not independent of monetary policy. The ex- 
tent of nominal rigdities in the labor market-how long a time is 
required to adjust disequilibrium wages is of central importance in an 
analysis of the costs of an EMU membership. Unfortunately, the 
knowledge of the basic causes of such rigidities is limited. So it is dif- 
ficult to predict how they may change after an EMU membership. If 
on one hand, the international competitiveness can no !i;nger be im- 
proved through devaluations, this will increase the output and em- 
ployment costs of nominal rigidities. So the incentives for the agents 
in the labor market to achieve more flexibility will increase. This 
could reduce nominal rigidity. On the other hand, an EMU member- 
ship may lead to a low and stable inflation rate. This could reduce the 
costs of fixing nominal prices and wages for long periods and thus 
increase nominal rigidity. The conclusion here depends cruciallj- on 
whether Swedish monetary policy has mainly corrected for exoge- 
nous domestic shocks and thus facilitated longer nominal contracts 
or if it has added a source of uncertainty about future price levels. In 
the latter case, nominal rigidity may increase if this source of uncer- 
tainty disappears through an EMU membership. But this may not be 
particularly dangerous because an important source of disturbances, 
domestic monetary policy, then disappears. 
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Note that a lower degree of nominal rigdity may decrease ~elatiue- 
wage 118idip. Assume, for example, that there is a floor of zero nomi- 
nal-wage increases. This in combination with an ambitious target for 
inflation clearly inhibits fast changes in relative wages. If the nominal 
floor would disappear after an EMU membership, this increases rela- 
tive-wage flexibility. Assume similarly that the nominal rigdity (partly) 
is due to long wage contracts. If a less accommodating monetary 
policy reduces the length of the wage contracts, this may increase the 
responsil-eness of the labor market to relative changes in labor de- 
mand in different sectors of the economy. In this respect, an inde- 
pendent exchange-rate policy is not a working substitute for flexible 
prices and wages. 

This study mainly focuses on business-cycle fluctuations on fairly 
high frequency. The economy is often assumed to have transmission 
mechanisms that transform stochastic high-frequency shocks to 
business cycles of, say, three to five years' average length. A single 
shock, for example, an oil shock, creates a dynamic response that 
may last several years. In theory, it mould be possible to stabilize the 
business cycle by neutralizing these shocks immediately when they 
are realized. _In analysis of the potential costs of a common mone- 
tary policy should then focus on the underlying high-frequency 
shocks. 

Rut in practice, it is hardly possible to stabilize shocks as they 
arise. To do that would require policy instruments that have effects 
and can be executed with 1-eq7 short time lags. Monetary policy 
hardly satisfies this requirement-it is generally believed that it affects 
economic activity with a lag of one to isvo years. So an analysis of the 
need for a domestic monetary policy should possibly be focused on 
more long-run tluctuations than quarterly innovations. Rut to enable 
statistical power, a study of business-cycle comovements on longer 
horizons would require a longer time series than the tswo decades of 
data I have had access to. But as a CaL'ch-22, longer time series make 
the inference more susceptible to the consequences of the fact that 
the economy continuouslj- changes, which makes many economic 
relationships variable over time. 

Figure 1 permits us to separate three Swedish business-cycle up- 
turns and three downturns. Two of the downturns (the early 1980s 
and the early 1990s) and the long upturn from around 1983 coincide 
reasonably well with the corresponding business-cycle phases in 
Germany. Somewhat naively we could say that we only ha\-e six ob- 
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servations of distinct Swedish business-cycles phases in the sample 
and that three of them coincide with the German. But one cannot 
draw strong statistical conclusions from only six observations. 

So the result in this study, that Sivedish business cycles have a low 
degree of comovement with most of the other potential EhLU mem- 
bers, must be interpreted with great caution. Kesults in Hassler (1994) 
suggest that degree of comovement between Swedish and interna- 
tional business cycles is higher on lower frequencies (over longer ho- 
rizons) than on higher frequencies. 

Another result in this study is that the 1-ariation in industry com- 
position between different Swedish regions is of a size that does not 
generate large differences in comovements of output and employ- 
ment with other countries. This indicates that the risk that some re- 
gons would be particularly hard hit by an E14U membership is not 
high. The results also indicate that the different subindustries in 
manufacturing have relatively low degree of covariation in an inter- 
fia:i.v.na! ~ o r r , ~ ~ r i ~ . v . r , .  S&i2.lnctrjPc most of the n t h ~ r  countries in 
the sample, for example, in the US., Germany, and France, have a 
silbstantialljr higher degree of comouement. A low degree of covaria- 
tion between output disturbances in different sectors of the economy 
reduces the applicability of aggregate monetary policy. 

So the overall result of this paper is inconclusive. The statistical 
analysis cunzot be taken as an indication that Sweden belongs to a 
group of countries with a high degree of suitablllty for a common 
currency. The analysis provides no firm evidence that Sweden is out- 
side this group. The statistical analysis snust be supplemented with 
other tools that can answer the question of how likely it is that the 
Swedish asymmetry may be reduced at low costs after entry into the 
EMU. One such tool is an economic and political case study of the 
causes behind the episodes when Swedish and European business 
cycles have diverged. But this is outside the scope of this paper. 
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Appendix 

VAR model for manufacturing 

Let yi denote the log of manufacturing output (or employment) in 

country z at tlme t and let Ay: denote y: - y:-, . Ay: is then assumed 

to follow 

plus quarterly dummies to control seasonal variation. The shocks E: 

are assumed to be have arn i.i.d. dlstribution over time. Because the 
shocks E: may be correlated between countries, I estimate the 12 

10 equations simultaneously. 

Diagnostic tests 

I perform &I-o formal tests-one to check for remaining residual 
auto-correlation (AR-test) and one to check for residual varlance 
autocorrelatlon ( - - i ~ ~ , ~ - t e s t ) . ~ '  Table 13 reports the test results. 

Table 13 shows that w-e can reject absence of autocorrelatlon for 
manufacturtng output restduals m Austria. So some caution when In- 
terpretlng the Austrlan results 1s warranted. Because I estlmate the 
T-AR system simultaneously, an incorrect specificatton could cause 
lnconslstencies in the estimation of the otlier equations. So I checked 
that the results are robust to the excluslorl of Austr~a. I estimated the 
VLIR w ~ t h  five lags of all RHS variables. A11 tests are then passed on 
the 1 percent level and the results are practlcallj-   den tical. 

lo Here, I perfom a SURE--- stacked iterated FGLS (see Hamilton, 1994)). I use 
OLS estimates of the residuals to calculate the starting value of the covariance 
matrix. 
" The first test is a univariate vaiiant of the Portinanteu test (see Liitkepohl, 1991). 
The maxiinurn nutnber of lags in the test use the nulnber of observations over 
four. The ARCH test uses a regression of squared residuals oil its own lag. The 
test statistic is the regressioll R~ times the number obsen-ations, a-hich is assulned 
to be ~"1)  if no ARCH is present. 
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Table 13. Diagnostic test-marginal p-values 

Swe. Ger. U.S. Aus. Bel. Fin. Fra. Ita. Ne. Nor. Spa. UK 

Output 

We can also see that we can reject no autocorrelation of the em- 
ployment residuals In Sweden and the Xetherlands. This turns out to 
be due to an extreme observation in both cases. If the Swedish resid- 
ual for 1991:l and the Dutch for 1992:2 are set to zero, the tests are 
passed. The ARCH test is not passed by Austria. Here, th:: problem 
is also due to one slngle observat~orl-in this case 1978:4. If this is set 
to zero, the test is passed. I do not attempt to respecify the model to 
i~mdit: ~ h e s e  k w  cxi~tl i ie L ~ ~ C S .  ~ C C ~ U L S ~  ~ ~ C S C  aie either in thc 
begnning or in the end of the sample, I instead check that correla- 
tions are robust to exclusion of the first and last five yedrs of obser- 

VAR for subindustries 

r ?,+ A . ? ' J  
LI;L uyt ULIIVLC. the differezced log of output (or employrr.ent) 1 in 
industry 2 and country c and let Ayf denote the drfferenced log of to- 
tal manufacturing output (or e~~ployrnent) in country c. I assume 
that 

It is computationally impossible to estimate (2) simultaneously for all 
industries and countries. Therefore, I limited estimation so that I si- 
multaneously estimate the 11 subindustries in three countries at the 
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time.12 Germany and the U.S. are always included in this group of 
three countries. 

Regional weights 

I let Statistics Sweden calculate value added and employment in 1991 
in each of the 11 subindustries in each of the 24 Swedish counties. By 
dividing these levels with total output (employment) in each county, I 
get a set of industry weights for each county. That is, let Y& denote 
output (employment) in industry i and county j and the correspond- 
ing weight for w 2 j  Then 

which produces a set of 11 industry weights for each of the 24 coun- 
ties. 
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